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ABSTRACT
We examined how robots can successfully serve as moral advi-
sors for humans. We evaluated the effectiveness of moral advice
grounded in deontological, virtue, and Confucian role ethics frame-
works in encouraging humans to make honest decisions. Partici-
pants were introduced to a tempting situation where extra mone-
tary gain could be earned by choosing to cheat (i.e., violating the
norm of honesty). Prior to their decision, a robot encouraged honest
choices by offering a piece of moral advice grounded in one of the
three ethics frameworks. While the robot’s advice was overall not
effective at discouraging dishonest choices, there was preliminary
evidence indicating the relative effectiveness of moral advice drawn
from deontology. We also explored how different cultural orienta-
tions (i.e., vertical and horizontal collectivism and individualism)
influence honest decisions across differentially-framed moral ad-
vice. We found that individuals with a strong cultural orientation
of establishing their own power and status through competition
(i.e., high vertical individualism) were more likely to make dishon-
est choices, especially when moral advice was drawn from virtue
ethics. Our findings suggest the importance of considering different
ethical frameworks and cultural differences to design robots that
can guide humans to comply with the norm of honesty.
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1 INTRODUCTION
Previous research has demonstrated that human decisions can be
shaped by robot behaviors. For example, robots that manifest social
and human-like cues, as opposed to mechanical cues, can bias peo-
ple’s visual perceptions [21], and robots’ rebukes to morally dubious
commands can sway people’s view of moral standards [4, 14, 15, 42].
Even the mere presence of a robot head has been shown to increase
moral behaviors such as honest decisions [13]. This susceptibil-
ity of human decision-making processes to robot behaviors high-
lights the importance of understanding how robots can and do
exert moral influence on humans. Accordingly, there have been a
growing number of theoretical proposals and empirical attempts to
build robots that can encourage humans to make ethical and moral
choices [10, 14, 18].

Efforts to build morally persuasive robots can benefit from in-
sights accumulated in the Human-Human Interaction (HHI) liter-
ature. In HHI, moral norms are typically enforced through verbal
communication [17, 39]. For example, when someone violates a
moral norm, people verbally express their disapproval to prevent fu-
ture violations [17]. People also preemptively send verbal messages
to others in order to encourage norm conformity [5, 28]. These in-
stances of moral communicationmay leverage a number of different
ethical frameworks in order to be morally persuasive. For example,
speakers may attempt to be morally persuasive by emphasizing the
severity of harm caused by an immoral action (utilitarianism), or
the importance of complying with rules (deontology) [8]. Similarly,
for robots to be effective moral advisors, designers need to under-
stand the effectiveness of the different moral persuasion strategies
at those robots’ disposal.

In the HHI literature, much effort has been invested in under-
standing which forms of moral communication can motivate people
to make honest decisions, even when they are tempted to lie for
selfish reasons (e.g., [5, 6, 9, 26, 28]). This is in part because dis-
honest behaviors detrimentally affect both interpersonal trust and
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larger scale group and societal dynamics. Similarly, we argue that
the task of issuing moral communication in order to encourage
the self-cultivation of humans and prevent norm violations such
as dishonesty is a domain of significant promise for robots, who
simultaneously wield substantial moral influence yet are not nec-
essarily perceived as issuing judgment. However, little research
has been done to investigate if robots can successfully serve in the
role of moral advisor. There has been some research demonstrating
robots’ abilities to mediate interpersonal team conflicts [15], but we
argue that robots could have significant positive societal benefits
by taking an active role in preventing, rather than merely repairing,
norm violations.

In this research we thus examined how a robot could serve as a
moral advisor in order to verbally persuade people to make honest
decisions, and explored the different ethical frameworks that robots
could leverage when generating moral communication. Specifically,
we investigated the effectiveness of three different kinds of moral
advice grounded in three ethical theories: deontological, virtue,
and Confucian role ethics. Moreover, these ethical frameworks
are differentially emphasized in different cultures and appeal to
fundamentally different aspects of moral psychology for which
there may be individual differences. Thus, we further explored
whether the effectiveness of these different moral communication
strategies are affected by individual cultural orientations (vertical
and horizontal individualism and collectivism).

1.1 Deontological, Virtue, and Confucian Role
Ethics as the Bases for Moral Advice

Researchers seeking to enable artificial moral agents have explored
a number of paradigms for guiding robot behavior [40], including
theories of deontological [20, 29], virtue [11, 38], and Confucian role
ethics [41, 42], each of which providing different perspectives on
how people should discern right (good) fromwrong (bad) [22]. How-
ever, because these theories emphasize different means of moral
deliberation, moral communications grounded in these theories
may differ in effectiveness, and may be differentially effective in
different contexts and/or with different people.

Deontological ethics emphasizes good behavioral accordance
with well-established sets of universalizable moral principles [3].
Deonteological principles are often communicated in concrete
terms of which actions are morally right or wrong. Consider for
example a situation where an engineer realizes that they can fal-
sify emissions reports while their boss is on vacation in order to
improve the perception of their product. Moral communication
grounded in deontology seeking to prevent this behavior might be
phrased as “It is morally wrong to cheat and make emissions look
lower than they actually are" or “It is morally right to report the
true emission levels that have been measured."

Virtue ethics, on the other hand, focuses on the role of a person’s
moral character, rather than their actions, in motivating moral
behaviors [3]. Virtue ethics appeals to people’s desire to be good
and encourages them to consider what a good person would do in
a given situation. For example, in the case of the corrupt engineer,
moral communications grounded in virtue ethics might be phrased
as “Be an honest engineer" or “Don’t be a cheater."

Finally, Confucian role ethics highlights one’s awareness of their
societal roles in relation to others, and the importance of devotion
to one’s role responsibilities [2, 25, 27, 42]. In the case of the corrupt
engineer, moral communications grounded in Confucian role ethics
might be phrased as “Lying about the product’s carbon dioxide
emission level to make extra profits can impose harm to other
community members’ health. A good member of our community
would not put other members’ health in risk for personal benefits."

While Confucian role ethics can be viewed as a type of virtue
ethics, it has unique characteristics that may induce differential
impacts on human behavior. For instance, moral advice grounded in
non-relational virtue ethics may activate a person’s moral character
on its own or in relation to “general" others which could be either
“non-specific" others (e.g., a cheater, a saint) or “specific" others
(e.g., an engineer). Moral advice grounded in Confucian role ethics,
on the other hand, may help cultivate a person’s moral character
in their relationships with other “specific" people, such as their
child, parent, teacher, or spouse (e.g., a good or bad parent, a good
or bad child, a good or bad student, a good or bad spouse) [2].
The moral characters or roles that are defined in specific terms
generate specific responsibilities [42]. Therefore, even though both
virtue and Confucian role ethics highlight “the self," they differ in
that virtue ethics leads one toward a self-sufficient morally neutral
contemplator who lives in an ideal life whereas Confucian role
ethics leads one toward an exemplary person who is fully immersed
in social relatedness, and a practical and moral life [24]. Aristotle
and some neo-Aristotelian philosophers do emphasize some general
notion of community, but the idea of community is not always
indispensable for them since some of the virtues in the Aristotelian
sense could be cultivated in seclusion [2, 24].

For clarity, in this paper, we will refer to moral advice grounded
in deontological ethics as rule-based moral advice, those grounded
in virtue ethics as identity-based moral advice, and those grounded
in Confucian role ethics as role-based moral advice.

In HHI research, there is some evidence for greater effectiveness
of an identity-based moral advice (e.g., “Don’t be a cheater") com-
pared to a rule-based moral advice (e.g., “Don’t cheat") in thwarting
dishonest choices [5]. In this previous research, drawing people’s
attention to their moral character, as opposed to their actions, could
have made it difficult for people to overlook the wrongness of vio-
lating a moral norm. In other words, participants could not engage
in morally-wrong behavior without tainting their positive view
of their own moral character [23, 35]. However, it remains to be
answered whether people would respond to the identity-based
and rule-based moral advice in HRI similarly as they did in HHI.
Moreover, as scarce attention has been paid to examining the effec-
tiveness of Confucian role ethics in promoting norm compliance in
HRI, it is uncertain how effective Confucian role ethics frameworks
can be in encouraging honest behaviors.

Finally, although previous HRI studies have found evidence that
people may regard robots as actors with moral competence [16,
19], the scope of these studies was restricted to situations where
robots are transgressors and humans were judges of the robots’
morally wrong or ambiguous deeds. In contrast, few studies have
examined whether people would accept robots as moral advisors
that proactively offer moral advice to them [cp. 15, 33].



Hence, in this work we examined the effectiveness of moral
advice grounded in deontological, virtue, and Confucian role ethics
theories in encouraging honest decisions, through a version of a
classic die-rolling task used to study moral influence in the HHI
literature [6, 7]. In this task, participants are asked to engage in a
game of chance (e.g., throwing a die), and receive a bonus payment
depending on the number they report to have thrown. Crucially, all
throws are kept anonymous and the amount of a monetary bonus
participants receive varies by the number they throw. Therefore,
participants face a temptation to cheat by lying about the actual
number they threw to gain a larger bonus.While researchers cannot
detect cheating on an individual basis, they can detect cheating
trends in aggregate by looking at deviation of population means
from a uniform distribution.

We predicted that if participants were willing to accept robots
as moral advisors (as they are with humans) then their reactions
to moral advice offered by robots in this die-rolling task should be
similar to previously observed reactions to moral advice offered by
humans in that task. PreviousHHI research has suggested that when
humans serve as moral advisors, participants are more persuaded
by identity-based advice than they are by rule-based advice [5].
Accordingly, we predicted the following results:

𝐻1: When robots issue moral advising grounded in identity-
based language in a die-rolling task, the distribution of num-
bers that participants report to have thrown will follow a
uniform distribution.

𝐻2: When robots issue moral advising grounded in rule-based
language in a die-rolling task, the distribution of numbers
that participants report to have thrown will deviate from a
uniform distribution. In particular, the distribution of num-
bers will skew towards those associated with higher payoffs.

We expected that the effectiveness of role-based moral advice
would depend on exactly how it was internalized during moral
cognition. Specifically, we predicted that if the effect of role-based
moral advice was limited to activation of the construct of the self,
we would find similar effects as we would for the identity-based
moral advice. In contrast, if role-based moral advice also activated
the social ties and responsibilities one has in a community, we
would predict it to have a greater effect than the identity-based
moral advice. In either case, we would predict the following.

𝐻3: When robots issue moral advising grounded in role-based
language in a die-rolling task, the distribution of numbers
that participants report to have thrown will follow a uniform
distribution.

1.2 The Influence of Vertical and Horizontal
Individualism and Collectivism on Honesty

According to Triandis and their colleagues [32, 34, 36, 37], collec-
tivism and individualism can be divided into four subtypes: vertical
individualism (VI), horizontal individualism (HI), vertical collec-
tivism (VC), and horizontal collectivism (HC). Whereas the hor-
izontal patterns (i.e., HI, HC) assume oneself as being equal to
every other self, the vertical patterns (i.e., VI, VC) assume the exis-
tence of a hierarchy and, in that hierarchy, assume oneself as being
different from others. These distinctions lead to a more refined
understanding of cultural differences compared to a dichotomous

distinction between collectivism and individualism. Specifically, in
HI, being unique and different from others is important, but having
more power or status than others is not. In contrast, in VI, achiev-
ing power and status via competition with others is important. In
HC, pursuing common goals and maintaining good relationships
with others is important, but deferring to authorities or in-group
members is not. In VC, however, conforming to authorities and in-
groups and maintaining in-group status (even at their own expense)
is crucial.

Drawing from these theories of cultural orientations, we specu-
lated that the role-based moral advice could be especially effective
in discouraging dishonest choices for strongly collectivistic individ-
uals as it emphasizes the group’s interests. But we did not expect
strong differences between the two subtypes of collectivism—HC
and VC—as the die-rolling task does not require absolute conformity
to authorities or competitions between in-groups and out-groups.

On the contrary, we surmised that the identity-based moral ad-
vice could have a stronger relevance to individualism, rather than
collectivism, as it may remind participants of “the self." Specifi-
cally, individuals with high HI may avoid themselves becoming “a
cheater" and, thus, be less likely to cheat; but individuals with high
VI may rather seek to obtain benefits by cheating as they value
acquiring a higher status than others. Thus, the same identity-based
moral advice may be compelling to individuals with high HI but
not to those with high VI.

𝐻4: Role-based moral advice from a robot will be more effective
in discouraging dishonest choices for strongly collectivistic
individuals than less collectivistic individuals.

𝐻5: When receiving identity-based moral advice from a robot,
higher HI individuals will be less likely to cheat than lower
HI individuals.

𝐻6: When receiving identity-based moral advice from a robot,
higher VI individuals will be more likely to cheat than lower
VI individuals.

2 METHODS
2.1 Participants
A total of 240 participants recruited from Amazon’s Mechanical
Turk (MTurk) completed the study (The location of the MTurk
worker pool was restricted to the US). Twenty-nine participants
failed to pass audio and video check tests (i.e., tests that were imple-
mented to check whether their audio and video devices were work-
ing properly), and 12 participants submitted incorrect responses
indicating mismatches between the die numbers they threw and
the resulting bonus payments. After removing these 41 partici-
pants, we performed further data analyses on the remaining 199
participants (𝑀𝐴𝑔𝑒 = 39.41, 𝑆𝐷𝐴𝑔𝑒 = 12.04, 131 male, 68 female).
Participants’ self-identified racial and ethnic demographics con-
sisted of 10 Asians, 13 Black or African Americans, 16 Hispanic or
Latino, 157 White, and 3 Other. Prior to the experiment, all partici-
pants read and signed an informed consent form approved by the
Colorado School of Mines Human Subject Research Office.



2.2 Design
The study followed a one-way (moral advice: control, rule, iden-
tity, role) between-subjects design, with each participant randomly
assigned to one of the four experimental conditions.

2.3 Stimuli
Robot Video Stimuli. Participants were guided through the exper-

iment by watching video clips of a NAO robot (Softbank Robotics),
which was introduced to participants as a research assistant. In the
videos, the robot’s upper body appeared in front of a black back-
ground (See Figure 1). These videos would also depict the robot
providing moral language throughout the course of the study. The
length of each clip ranged between 10 and 47 seconds. All video
clips used in this experiment can be found here.

Figure 1: A screenshot image of robot video stimuli

Die-Rolling Task. To expose participants to a situation where they
could opt to lie for their benefit, we used a version of the die-rolling
task [6] commonly used in human-human studies ofmoral influence.
In this task, participants were asked to throw a six-sided fair die as
many times as they like, but were instructed to report only the first
number they threw. They were informed that they would receive an
extra monetary bonus determined by this first number they threw.
For the numbers between 1 and 5, the bonus increased by 20 cents
from $0.10 to $0.90. For a throw of 6, however, the resulting bonus
payment was set to zero [6]. This payment structure was designed
to ensure that the participants understood the payoff structure. If
they did not pay close attention to the structure (Table 1), which was
shown on the screen throughout the task, they may, for instance,
wrongly choose the number 6 expecting the largest payoff.

Table 1: Die-rolling game’s payment structure

Number Thrown 1 2 3 4 5 6
Resulting Bonus

Payment $0.10 $0.30 $0.50 $0.70 $0.90 $0.00

In addition to creating opportunities to be dishonest, we also
attempted to boost honest decisions across different conditions by
making salient and credible, other MTurk workers’ disadvantages
when the participants made dishonest decisions. Thus, the robot in-
formed participants that the maximum amount of bonus payments
for them and the participant who will be participating immediately

after them would be restricted to $0.90 total. In other words, their
claimed earnings (honest or dishonest) would limit the earnings of
their fellow participant.

The following instructions were given by the robot to the partic-
ipants in the video:

Please note that there is a limited pool of money ($0.90)
available for you and the next participant. Accordingly,
the more money you win in this study, the less will be
available for the next participant. Please do not hesi-
tate to claim money that you have rightfully won, but
be aware that cheating to maximize your own reward
will result in less money being available to the next
participant.

Moral Advice Stimuli. The current experiment included a control
condition and the three different moral advice conditions—rule,
identity, and role conditions—grounded in deontological, virtue,
and Confucian role ethics, respectively. Participants would view
a video of the NAO robot providing one of the following moral
communications or would be presented with the control condition.

Rule condition. In the rule condition, themoral advicewas focused
on explicitly stating that an act of cheating is morally wrong.

"To be clear, cheating to maximize your bonus is morally
wrong behavior."

Identity condition. In the identity condition, the moral advice
focused on how cheating would reflect on their moral character.

"To be clear, cheating to maximize your bonus will make
you a cheater."

Role condition. In the role condition, the moral advice highlighted
the disadvantages their community members (i.e., other MTurk
workers) may experience as a consequence of their cheating.

"To be clear, a good MTurk community member would
not cheat to maximize their bonus at the expense of
other MTurkers."

Control condition.We also included a control condition, which
did not provide any moral advice based upon any particular ethical
theory.

2.4 Measures
Cheating. Participants were asked to visit an existing, third-party

website (i.e., random.org) to throw a virtual die. As such, all rolls
they actually threw were kept hidden from experimenters. Thus, it
was possible for the participants to lie about the number they threw
to obtain larger payments than they actually won. If most partici-
pants lied about the outcomes, however, experimenters could still
detect this pattern by assessing the overall distribution of the num-
bers. If most of the participants cheated on the task, the distributions
would strongly deviate from the expected uniform distributions of
die rolls.

Measures of Cultural Orientations. We used the cultural orien-
tation scale [37] in order to measure the horizontal and vertical
individualism and collectivism. The cultural orientation scale is
composed of four subscales of HI, VI, HC, and VC. Each subscale
consists of four items (See Table 2). Participants were asked to read
each statement and indicate their sense of the event’s frequency or
their degree of agreement with each statement on a scale ranging

https://www.youtube.com/playlist?list=PLRTX0ww0eTCePBj--V3q1qfTYaBDVIrxz


Table 2: Cultural orientation scale (Borrowed from [37])

Subscale Items

HI

I’d rather depend on myself than others.
I rely on myself most of the time; I rarely rely on others.

I often do “my own thing."
My personal identity, independent of others, is very important to me.

VI

It is important that I do my job better than others.
Winning is everything.

Competition is the law of nature.
When another person does better than I do, I get tense and aroused.

HC

If a coworker gets a prize, I would feel proud.
The well-being of my coworkers is important to me.

To me, pleasure is spending time with others.
I feel good when I cooperate with others.

VC

Parents and children must stay together as much as possible.
It is my duty to take care of my family, even when I have to sacrifice what I want.
Family members should stick together, no matter what sacrifices are required.

It is important to me that I respect the decisions made by my groups.

between 1 (Never or Definitely No) and 9 (Always and Definitely
Yes).

Measures of Robot Familiarity.We measured participants’ prior
experience with robots and artificial intelligence (AI) by asking
them, “How much prior experience do you have with robots and
artificial intelligence (AI)?" using a scale ranging from 1 (I have no
prior experience with robots and AI) through 3 (I am interested in
robotics and/or AI as a hobby, but have little formal training) and 5
(I have some formal training in robotics and/or AI (e.g., university
classes)) to 7 (I have a career in robotics and/or AI (or an equivalent
level of experience)).

2.5 Procedures
The present experiment was presented via the survey platform
Qualtrics. At the beginning of the experiment, participants were
informed that they would be participating in multiple short studies;
and for their participation in multiple studies, they would receive a
small bonus payment. They were further informed that their bonus
payment would be determined by throwing a virtual die twice or
more; but, only the first throwwould determine the exact amount of
their payment. Then the participants received information about the
limited pool of money available for them and the next participant.

After watching the first set of videos of the NAO robot providing
the instructions about the die-rolling task, the participants watched
the second set of videos of the robot providing moral advice that
corresponded to their randomly assigned rule, identity, or role
condition. For the participants who were assigned to the control
condition, no moral advice was provided.

Next, all participants were asked to visit a website where they
could throw a virtual die (https://www.random.org/dice/). To do so,
they were presented with a URL link and, when they clicked on it,
a new tab showing the random.org’s website popped open in a new
tab of their current web browser window. The participants were
instructed to return to the original tab after finish throwing a die

and to submit the first number they threw as well as the resulting
bonus payment that corresponded to that number. We presumed
that responses that did not match the information shown in the
bonus payment table (Table 1) suggested participants’ lack of task
comprehension and inattentiveness. Thus, we later removed the
responses collected from those who failed to submit the matching
numbers and payments from data analyses.

We then asked participants to answer the cultural orientation
scale [37] and asked about their prior experience with robots and
AI. Finally, we asked participants to report their age, gender, and
ethnicity. All participants received $2.00 in return for their par-
ticipation, and all participants, except for those who reported to
have earned zero bonus payment, received the maximum bonus
regardless of which bonus payment they claimed.

3 DATA ANALYSES AND RESULTS
A large number of participants made dishonest choices. Only 12 out
of 199 participants reported having thrown six, which resulted in
zero bonus payment. We performed subsequent analyses to further
investigate the patterns of dishonest choices across conditions.

3.1 The Effects of a Robot’s Moral Advice on
Encouraging Honesty

Assuming that the die was fair, the number of participants that
threw each of the six possible numbers is expected to be equal [7, 30,
31]. For example, in the control condition where there were a total
of 51 participants the frequencies for each number on the die would
be 8.5 (51/6). We performed Chi-Squared tests for each condition to
examine if there were differences between the expected frequencies
of the six numbers on a die and the observed frequencies of the
reported numbers. We found no significant difference between the
expected frequencies and the observed frequencies for the control
(p = .18) and the rule (p = .11) conditions. However, there were
significant differences for the identity condition, 𝜒2(5, N = 48) =
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13.70, p = .02, and also for the role condition, 𝜒2(5, N = 47) = 10.77,
p = .06. These results indicated that, contrary to 𝐻1 and 𝐻3, the
participants in the identity and the role conditions were more likely
to have made dishonest decisions.

Further, although no significant difference between the expected
and the observed frequencies of the numbers was found for the rule
condition, a spike for five ($0.90 bonus) in Figure 2 suggested that
it may be premature to conclude 𝐻2 as not having been supported
for all possible numbers on a die. Figure 2 shows that in all four
conditions, the percentage of participants reporting their first throw
as a certain number increased as the amount of bonus increased
for that number; but this increase was particularly evident for the
number five.

To closely inspect this spike in the percentages of reporting to
have thrown, specifically, five (i.e., the largest payout), we tested
whether the observed proportion of fives in each response condition
was significantly different from the expected proportion of fives.
Two-sided Fisher’s exact tests corroborated that in all four condi-
tions, the observed counts of five were greater than the expected
counts of five (p control = .04; p rule = .03; p identity = .002; p role
= .01). Specifically, the percentages of reporting five were 35.29%
(18/51) in the control condition, 37.54% (20/53) in the rule condi-
tion, 47.92% (23/48) in the identity condition, and 42.55% (20/47) in
the role condition. Therefore, including the control condition, any
forms of moral advice appeared to have failed at persuading the
participants to make honest choices.

Although we did not find any of the conditions to be completely
effective in inducing honest decisions, it appeared that, relative to
the control and the rule conditions, higher percentages of partici-
pants in the identity and role conditions claimed to have thrown
five (the number with the highest payout) as shown in Figure 2. This
suggests that rule-based moral communications could be more ef-
fective than identity-based or role-based moral communications at
promoting honest decisions in this experimental context. However,
two-proportion Z-tests suggested that there were no statistically
significant differences between the control condition and any of
the other three conditions (p min = .10).

Finally, we examined if there were differences in making hon-
est choices across four different conditions. As reporting to have
thrown six led to zero bonus payment, we regarded an act of claim-
ing to have thrown six as an honest choice. As shown in Figure 2,
the proportions of claiming six in the control condition (5/51, 9.80%)
was greater than the proportions of claiming six in the rule (3/53,
5.66%), identity (2/48, 4.17%), and the role conditions (2/47, 4.26%).
If submitting six was an index of honesty, then this trend could indi-
cate that more participants acted honestly in the control condition
than any other conditions where an additional moral advice was
offered. To examine this possibility, we performed two-proportions
Z-tests and compared the control condition with each of the other
three conditions. However, the results did not show that the control
condition had a significantly greater proportion of claiming zero
bonus payoff compared to the other three conditions (p min = .14).

3.2 The Relationship Between Cultural
Orientations and Honesty

To explore the relationship between different cultural orientations
and honest choices, we performed a series of correlation analyses.
First, we collapsed all four moral advice conditions’ datasets into
one and examined if each of the four subscales of cultural orien-
tations had any relationship with the bonus the participants have
earned. We found a significant positive correlation between VI and
the amount of bonus participants earned (r = .17, p = .02).

We next conducted the correlation analyses, separately, for each
moral advice condition. We did not find support for 𝐻4 as no sig-
nificant relationship between the earned bonus and collectivism
(i.e., HC and VC combined) was found in the role condition (r =
.17, p = .26). We also did not find support for 𝐻5. No significant
relationship between HI and the amount of earned bonus in the
identity condition was observed (r = .25, p = .09).

Consistent with 𝐻6, however, there was a significant positive
correlation between VI and the amount of earned bonus in the
identity condition (r = .28, p = .05). As we ensured that all die
throws could not be traced back to individual participants, we were
unable to record whether each individual participant cheated or
not. Thus, it was not feasible to ascertain whether this positive
relationship between VI and the earned bonus was a coincidence
or a result of participants with higher VI engaging in cheating
more frequently. However, overall, these results were in line with
characteristics of VI, which include seeking power, prestige, status,
and achievements via competition.

4 DISCUSSION
4.1 Robot as Human’s Moral Advisor
We investigated how effective a piece of moral advice a robot prof-
fers to people can be in promoting the norm of honesty. We applied
deontological, virtue, and Confucian role ethics frameworks to
possible moral advice a robot can offer when people encounter a
choice between giving honest answers and selfishly lying about the
outcomes in a game of chance. Strictly speaking, we found none
of the four conditions to be successful in completely preventing
dishonest choices. Our predictions that the identity and the role
conditions would be effective were not corroborated (𝐻1 and 𝐻3

not supported). Rather, even though we still observed a strong spike
in the number of claiming the largest bonus payment, we found the
rule condition to be relatively better at encouraging honest choices
than the first two conditions (𝐻2 partially supported).

This overall weak support for the effectiveness of a robot work-
ing as amoral advisormight be related to participants’ not accepting
the robot as an authority. This possibility is compelling considering
that the cheating rate was high even in the control condition. The
extant research using a robotic head or a PR2 robot demonstrated
that these robots can function as an authority in HRI [1, 13]; but,
the previous research that compared a lowly human-like robot with
a highly human-like robot showed that a lowly human-like robot,
such as a 3D print modified Roomba, was better at serving the role
of a coach than a highly human-like robot, such as a NAO robot [12].



Figure 2: Percentages of the numbers thrown and the resulting payments. On the X-axis, the resulting bonus payments are
presented in the ascending order and the thrown numbers are presented in the order of 6, 1, 2, 3, 4, and 5. Grey, yellow, blue,
and pink bars represent the control, rule, identity, and role conditions, respectively. A dotted line represents the expected
percentages (16.67%) of the thrown numbers assuming uniform distributions.

Therefore, future work on examining how robot appearance modu-
lates the effects of moral advice on encouraging honest behaviors
would be necessary.

Further, in the present work, interactions between the partici-
pants and a robot took place online in a brief and unilateral fashion.
It is possible that a robot moral advisor’s influence on encouraging
honest choices could have been strengthened if the interactions
had taken place offline and the robot’s moral advice had been com-
municated in a long and elaborated manner. Therefore, to further
evaluate the effectiveness of a robot moral advisor, it would be
essential in future studies to refine the content of the robot’s moral
advice and adopt a face-to-face interaction between participants
and the robot.

Although it was not supported by statistical significance tests,
in this study we found tentative differences between the rule-based
moral advice and the other two types of moral advice (i.e., the role-
and identity-based advice conditions) in their influences on honest
decisions. While the percentages of claiming the largest payoff (i.e.,
throwing five) in the identity condition (48%) and the role condition
(43%) were similar, the percentage for the same payoff in the rule
condition (38%) was relatively smaller than the first two conditions.
These findings that the rule-based moral advice was more effec-
tive than the identity-based moral advice contradict the existing
findings in the HHI literature [5, 28]. Perhaps, being reminded of

one’s negative self image (i.e., a cheater) by a robot, instead of a
fellow human being, may backfire, inducing more dishonest deci-
sions. In this work, we measured participants’ prior familiarity with
robots, which led to no significant findings related to this measure.
However, we did not include equivalent moral advice conditions
where a human agent gives moral advice to participants or measure
participants’ attitudes toward robots. Therefore, it remains to be
answered in future research whether the overall failure to discour-
age cheating (especially, the role- and the identity-based advice),
was linked to the fact that “a robot" acted as a moral advisor for
humans.

4.2 Vertical Individualism and Dishonest
Choices

Another goal of the present study was to explore the relationship
between different cultural orientations and honesty. We uncovered
that participants with higher VI were more likely to have claimed
a larger bonus payment, and this relationship was accentuated in
the identity-based moral advice condition. These results indicate
that cultural tendencies of aspiring to distinction and success (e.g.,
I want to be the best) may interfere with making honest choices.
Moreover, this relationship between different cultural orientations
and the effectiveness of different types of moral advice suggests the
importance of applying proper ethical frameworks in generating



moral advice for diverse cultures. In future work, it would also
be useful to focus on how people’s perceptions of robots interact
with the effects of cultural orientations on the persuasiveness of
robots’ moral advice. For example, in cultures assuming a hierarchy,
such as VI and VC, whether people view a robot as their superior
or inferior within the hierarchy may affect their adherence to the
robot’s moral advice.

5 CONCLUSION
In the present work, we examined how robots can effectively mo-
tivate people to make honest decisions by offering different types
of moral advice grounded in deontological, virtue, and Confucian
role ethics. The overall results, at least in the current experimental
context, indicated that robots may not be suitable for serving in
the role of a moral advisor. However, preliminary evidence for the
effect of rule-based moral advice on deterring dishonest choices
calls for more work in the future. Also, our findings of the rela-
tionship between vertical individualism and dishonesty suggest the
necessity of incorporating cultural differences into future research
on moral persuasion in HRI.
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