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Abstract—The uncanny valley hypothesis posits that people’s
emotional responses to robots are increasingly positive as robots’
resemblance to humans increases. However, when robots closely,
but imperfectly resemble humans, people’s responses turn neg-
ative, only to revert back once their appearance more closely
resembles humans. These sharp emotional transitions (i.e., peaks
and valleys in emotional response) from positive to negative, and
then back to positive, are collectively referred to as the uncanny
valley. In this project, we attempted to validate the uncanny valley
with the largest set of real-world robots currently available in
open source format (the ABOT Database). Participants saw static
images of 251 robots which varied in their degree of human-
likeness, and rated them on uncanniness. We found significant
empirical support not only for the hypothesized uncanny valley
but an additional valley. This unanticipated valley emerged when
the robots’ appearance had low to moderate human-likeness.
Unique combinations of appearance dimensions of human-like
robots may be responsible for the presence of an additional valley
for robots that only moderately resemble humans. These findings
of uncanny valleys in the existing robots may have important
implications for robot design.

Index Terms—Uncanny valley, human-likeness, human-robot
interaction, anthropomorphic, database

I. INTRODUCTION

The uncanny valley [1, 2] refers to hypothesized changes
in emotional responses toward robots as their physical resem-
blance to humans (i.e., human-likeness) increases. Specifically,
the uncanny valley hypothesis posits that emotional responses
to robots become increasingly positive as their appearance
resembles that of humans; but when robots resemble humans
too closely, people become disturbed, unnerved, uneasy, or
perceive such robots as uncanny. And only after robots appear
nearly indistinguishable from humans, do emotional responses
become positive again (See Fig.1).

There have been many attempts to examine the effects
of robot human-likeness on people’s emotional responses to
robots. But prior studies have used a relatively small range
of robot exemplars or focused on specific parts of the robot’s
body [4, 5, 6, 7, 8, 9]. For instance, Rosenthal-Von Der Pütten
and Krämer [10] used full-body images of robots, but the
number of robot images was limited to 40. By contrast, Mathur
et al. [5] investigated emotional responses to 80 real-world
robots, but their focus was constrained to robot heads.

Although relying on a small set of robot exemplars is likely
the result of practical limitations, this approach may over-
look the theoretical and practical implications of considering
the vast range and variety of the extant human-like robots
when investigating the uncanny valley. For example, Phillips,
Zhao, Ullman, and Malle examined 251 real-world human-like
robots and found that human-like appearance in robots can
be decomposed into three human-like appearance dimensions:
the robots’ Surface features (e.g., skin, hair, apparel), the

Fig. 1. Graphical representation of the Uncanny Valley. Retrieved from [3].
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main components of the robots’ Body-manipulators (e.g.,
Torso, Arms, Legs), and the robots’ Facial features (e.g.,
eyes, mouth, face) [11]. These findings suggest that people’s
overall perception of robots’ physical human-likeness and its
relationship with emotional responses to the robots may be
explained by different constellations of the three human-like
appearance dimensions. If the hypothesized uncanny valley
phenomenon could be understood at the level of specific
human-like appearance dimensions, it could lead to improved
robot designs.

As a first step to better the understanding of the uncanny val-
ley hypothesis [1], the present research sought to validate the
existence of the uncanny valley using the largest collection of
real-world robots to date. Specifically, we showed participants
251 full-body robot images available in the Anthromorphic
roBOT(ABOT) database, and asked them to rate the robots on
the perceived uncanniness. The robots in the ABOT database
represent a wide sample of robots on the human-likeness
spectrum—ranging from 1.44 to 96.38 on a scale of 0 to 100—
empirically derived and made widely available to date [11].
Thus, if Mori’s uncanny valley hypothesis held true for the
real-world robots, the participants would increasingly rate the
robots as uncanny as the appearance of the robots becomes
highly, but not yet perfectly, human-like.

In addition to testing the uncanny valley, the current project
explored how people emotionally react to robots that rep-
resent the vast majority of real-world human-like robots—
approximately 82% of the existing robots in the database have
human-likeness scores less than 50 on a 0-100 rating scale. In
fact, the ABOT database [11] shows that the majority of real-
world human-like robots fall in the lower third of the human-
likeness spectrum (M = 33.81, Median = 31.76). Some of
the robots within this range of the human-likeness spectrum
have strange combinations of human-like features (e.g., the
presence of some surface features like eyebrows, but missing
many other features of the face). Prior researchers have argued
that perceptual mismatches between appearance features can
explain uncanny reactions to robots [12]. If this explanation
for the uncanny valley hypothesis is valid, the “valley(s)” in
emotional responses may also appear lower on the spectrum
of human-likeness, where robots with unusual combinations of
appearance dimensions reside. This suggests that even robots
relatively low in human-likeness may be perceived as highly
uncanny, which would be a prediction not captured by the
original uncanny valley hypothesis [1, 2]. Thus, the purpose
of this project was to investigate (1) whether the presence of
the uncanny valley persists over the largest range of human-
like robots to date and (2) explore whether there are additional
valleys present for less human-like robots.

II. METHOD

A. Participants

To obtain ratings from 30 participants per robot, we grouped
all robots into one of five blocks, then aimed to recruit 150
participants (30 per 5 blocks) to complete the study on Ama-
zon’s Mechanical Turk (MTurk). Data collected on crowd-

sourcing platforms like Amazon’s Mechanical Turk is becom-
ing increasingly common, and empirical studies comparing
the quality of MTurk data to traditional laboratory studies
have shown the data to be comparable [13]. However, some
researchers have noticed a recent decline in the quality of data
acquired on MTurk [14]. Thus, to ensure that we only included
reliable data in our analyses, we applied a rigorous four-step
data screening process. First, we discarded data obtained from
participants who provided ratings for less than half of the trials.
Second, we eliminated data submitted by participants who
answered incorrectly to six or more of 16 catch-trials included
in the stimuli set. Third, we considered a lack of variation
in intra-participant ratings as an indicator of inattentiveness.
Hence, we removed data from participants whose ratings had
a standard deviation less than 10 (SD < 10) across a scale of
0− 100. Lastly, we compared each participant’s ratings to the
average of the remaining rater judgments in their group (inter-
participant), by computing the correlation between individual
rater judgements to the remaining judgements in their group,
rrG. If this correlation between the individual participant’s
ratings and the group mean was smaller than 0.30 (rrG < .30),
we discarded the participant’s data, as these individuals may
have been performing a different judgement task than the
group as a whole. After applying this four-step data exclusion
process, the remaining analyses were conducted on data ob-
tained from 78 participants (MAge = 41.30, SDAge = 11.32,
45 Male, 32 Female, 1 No Response). Each robot was rated
by between 12 and 36 participants.

B. Stimuli

Our stimuli set, depicted in Fig. 2, consisted of 251
still images of robots available in the ABOT Database,
www.abotdatabase.info [11]. The ABOT Database is an online
resource consisting of images of and data about real-world
human-like robots that vary in the presence (i.e., number
and salience) of human-like features. For every robot listed
in the database, users can acquire an image of the robot
depicted against a white or transparent background, in a
standing, neutral, forward facing pose with a neutral or mildly
positive facial expression (whenever possible). Accompanying
each robot is an empirically derived overall human-likeness
score. To detect confused or careless participants, we also
included a stimuli set of “Catch trials” which consisted of 16
images: Eight images of humans that varied in age, gender, and
ethnicity and eight images of featureless smart home devices
(e.g., Amazon Echo, Google Home, Apple HomePod). The
16 images of humans and devices were the same as those
employed in Phillips et al. [11].

C. Measure of human-likeness

For the current study, we borrowed from the ABOT data
base an empirically derived overall physical human-likeness
score that ranges from 0: Not human-like at all, to 100: Just
like a human. We used these human-likeness scores for the
251 robots to quantify the “human-likeness” dimension of
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Fig. 2. All 251 human-like robots currently represented in the Anthropomorphic RoBOT (ABOT) Database

the uncanny valley hypothesis and to determine where in the
human-likeness spectrum each robot in the database resides.

D. Measure of uncanniness

To encourage participants to use a consistent criterion in
rating the stimuli on uncanniness, we provided them with a
definition of uncanniness. This definition was derived from
definitions found in the Oxford English and Merriam Web-
ster’s Dictionaries, and Dictionary.com. The following def-
inition was provided to participants, uncanniness is: “The
characteristic of seeming mysterious, weird, uncomfortably
strange or unfamiliar.” We then asked participants to rate
each entity on how uncanny they perceived it to be using a
slider ranging from 0 (Not at all uncanny) to 100 (Extremely
uncanny).

E. Design and procedure

Two hundred and fifty-one images of robots were randomly
assigned into one of four blocks of 50 images, or a fifth block
of 51 robot images. All 16 images used for the catch trials
were also added to each of the 5 blocks of images. Each
participant was randomly assigned to judge all the images in
one of these 5 blocks. Thus, each participant judged either 66
or 67 images of robots, people, and devices. For each trial in
their block, one of the 50 or 51 robot images or one of the 16
images of humans and devices, appeared in the middle of the
screen. Below the robot image appeared the probe question,
“How uncanny is this?” Participants then used a slider to

indicate their judgement for each of the robots in the image.
For catch trials, the participants were asked to set the slider
within a designated range on the scale (i.e., “Please drag the
slider between x and y”). The 16 catch-trial images of humans
and featureless devices were randomly intermixed with the
images of robots and each image in the block was presented
to participants at random. After judging all the images, partic-
ipants were asked to complete a demographics questionnaire
which asked participants to report their age, gender, native
language, level of completed education, and prior knowledge
of the robotics domain and experience working with robots.
The entire study took between approximately 5 − 7 minutes
to complete. Participants were compensated $1 in return for
their participation. The study protocol was approved by the
Institutional Review Board of George Mason University.

III. RESULTS

A visual inspection of the participants’ responses to changes
in the robots’ human-likeness revealed the potential existence
of not only one but two uncanny valleys (Fig. 3). Consistent
with Mori’s [1, 2] uncanny valley hypothesis, one large valley
was present when the robots closely resembled humans, (i.e.,
human-likeness scores between 70 and 90). Most interestingly,
another, smaller, valley was observed when robots had mod-
erately little physical resemblance with humans (i.e., human-
likeness scores between 10 and 30). These findings suggest
that, even when the robots have a low or moderate resemblance
with humans, if there are perceptual mismatches between
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different appearance dimensions in the robots, people may
perceive them as uncanny.

Fig. 3. Scatterplot depicting two valleys. The Y-axis of the graph representing
uncanniness scores, has been reversed to depict the characteristic valleys as
represented by high uncanniness.

To further verify the presence of either one or two valleys,
we fit a polynomial mixed effects model on uncanniness scores
by including the ABOT database’s human-likeness scores as
a fixed effect. We also included each participant as a random
effect in order to control for participant-level variability in the
model. We performed a model comparison analysis to examine
which of a 3rd, 4th, and 5th order polynomial mixed effects
model had the best fit to the dataset. Using the likelihood
ratio tests, we assessed the goodness of fit of the models.
Among these three possible polynomial mixed effects models,
we predicted that the presence of Mori’s [1, 2] uncanny valley
would be determined by the 3rd order polynomial mixed
effects model [15]. We also predicted that, if there was at least
more than one valley, either the 4th or the 5th order polynomial
mixed effects models would best explain the variances in the
participants’ ratings. Specifically, if the 4th order or the 5th
order model had the best fit to the data, it would indicate the
existence of the two uncanny valleys.

The model comparison results confirmed the 5th order
polynomial mixed effects model as the best-fitting model,
χ2(1) = 118.02, p < .001 for the 3rd vs. 4th order model;
χ2(1) = 8.28, p = .004 for the 4th vs. 5th order model. These
results indicate the presence of, not one, but two uncanny
valleys. In the model, the effect of the 3rd order term of
human-likeness was not significant (p = .17), but the effects
of the 4th order term (b = 263.33, β = .14, t = 10.94,
p < .001) and the 5th order term of human-likeness were
significant (b = 69.57, β = .04, t = 2.88, p = .004).

IV. DISCUSSION

With the largest set of real-world human-like robots to date,
we found evidence supporting Mori’s [1] uncanny valley. This
valley was noticeable in participants’ perceived uncanniness of
251 robots’ which varied widely in the range and constituent
features of human-likeness. Surprisingly, we found evidence
of another, second uncanny valley for robots that had a
moderately weak resemblance with humans. This discovery
of the second uncanny valley was not previously predicted
by the original uncanny valley hypothesis, nor found in the
existing literature to date.

The present findings pose questions about the user ex-
perience design processes involved in creating the existing
robots. We discovered that the novel uncanny valley emerged
when the robots had human-likeness scores ranging between
approximately 10 and 30 on the scale of 0 to 100. Out of
251 robots, 94 robots (37%) fell into this narrow range of
robots. A common recommendation in the design community
is to purposefully keep the human-like appearance of robots
low, so as to diminish uncanny feelings towards, and false
assumptions about robots intended to be social partners in
homes and other human spaces [16]. However, it appears
that the robot design community has been only moderately
successful in creating robots with low human-likeness that are
not uncanny. The emergence of the second valley implies that
their recommendation to keep the human-like appearance of
robots low will likely need to be more nuanced than originally
conceived.

In contrast, there were only seven robots (0.3%) residing
within the range of human-likeness scores between 70 and
90, where the original uncanny valley is hypothesized. It is
likely that making truly human-like robots above 70 on the
spectrum of human-likeness is difficult, explaining why there
are so few robots in this higher range. With technical advances
in social robot design and materials, future social robots may
become much more human-like and hopefully have enough
human-likeness to jump the valley.

Whether our observation that there are a nontrivial number
of robots inducing the new uncanny valley is an outcome
of robot designers’ intentional decision processes, or a co-
incidental outcome remains to be answered. As the finding
of the second uncanny valley is very novel, future work
on replicating the findings with a larger sample size and
investigating which psychological and design factors drive this
second valley will be essential.

V. CONCLUSION

The human-like design of robots has been linked to a
number of psychological constructs and mechanisms including
trust [17, 18] empathy [19], collaboration [20], perceptions
[21], compliance [22], and social interactions [23], among
others. As robots are becoming more and more useful in
today’s world, a lot of time and interest is being invested into
the appearance of these robots. A large emphasis has been
put on making robots appear more [or less] human-like; thus
increasing their likability and acceptance in human spaces.
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Although the uncanny valley has been tested by a number of
researchers, typically the exemplar robots used in these studies
have not been comprehensive enough to find strong support for
the proposed valley. Our work presented here to uncover the
uncanny valley more precisely is important because it can help
us gain a better understanding of the specific robots and their
specific human-like configurations that lead to perceptions of
uncanniness. A detailed understanding of these mechanisms
will help designers to better match robot system design with
intended purpose and context.
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Krämer. “How design characteristics of robots deter-
mine evaluation and uncanny valley related responses”.
In: Computers in Human Behavior 36 (2014), pp. 422–
439.

[11] Elizabeth Phillips et al. “What is human-like?: Decom-
posing robots’ human-like appearance using the an-
thropomorphic robot (abot) database”. In: Proceedings
of the 2018 ACM/IEEE International Conference on
Human-Robot Interaction. ACM. 2018, pp. 105–113.
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