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ABSTRACT
Because robots are perceived as moral agents, they hold significant
persuasive power over humans. It is thus crucial for robots to behave
in accordance with human systems of morality and to use effective
strategies for human-robot moral communication. In this work,
we evaluate two moral communication strategies: a norm-based
strategy grounded in deontological ethics, and a role-based strategy
grounded in role ethics, in order to test the effectiveness of these two
strategies in encouraging compliance with norms grounded in role
expectations. Our results suggest two major findings: (1) reflective
exercises may increase the efficacy of role-based moral language
and (2) opportunities for moral practice following robots’ use of
moral language may facilitate role-centered moral cultivation.
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1 INTRODUCTION
Robots hold significant persuasive power over humans [7, 17], and
are capable of influencing, persuading, and coercing humans in
a variety of ways [5, 6, 9, 10, 12, 23–27, 30, 31, 35]. Not only can
robots influence interactants’ locally contextualized behaviors, but
moreover, they can exert influence over their interactants’ social
norms [21, 31] and moral norms [13, 14], presenting the potential
not only to influence humans’ long-term social andmoral behaviors,
but also to influence what social and moral behaviors humans
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choose to condone or sanction in others, leading to potential “ripple
effects” across robots’ social and moral ecosystems.

This potential for large-scale moral influence presents roboticists
with newmoral responsibilities. Because robots have this persuasive
power, and because moral communication is crucial for building a
harmonious moral ecosystem, roboticists have the moral obligation
to ensure that robots (1) do not accidentally condone inappropriate
behavior, and (2) detect and speak out against immoral behavior, so
as to appropriately shape humans toward morally good ends [see,
e.g., 8, 16, 29]. This influence also presents roboticists with moral
opportunities, not only to maintain their moral ecosystem, but
moreover to provide teammates with opportunities for moral self-
cultivation [38]. As argued by Zhu et al. [38], a Confucian ethical
perspective would advocate that robots can and should cultivate
a moral ecology that invites human teammates to develop their
own moral selves and virtues, both for social practicality [36] and
because robots can be viewed as having a role responsibility of caring
about the moral development of their human teammates [38].

In this work, we compare two robotic moral communication
strategies: a norm-based strategy grounded in deontological ethics,
and a role-based strategy grounded in role ethics, to test their
effectiveness in encouraging compliance with norms grounded in
role expectations. Specifically, we aim to compare the effectiveness
of moral language that highlights either the norm-related or role-
related tenets of these moral principles. Our results suggest that
reflective exercises and moral practice may promote the efficacy of
role-based moral language and role-centered moral cultivation.

2 MORAL COMMUNICATION
We are interested in robots’ explicit verbal communication of moral
guidance in order to exert overt influence over a wider range of
more nuanced principles. Most approaches for enabling morally
capable robots have been based on deontological principles [4] in
which the morality of an action depends solely on its consistency
with well-specified moral norms [11]. However, norm-based ethical
frameworks are philosophically and computationally limited as
they often struggle to "accommodate the constant flux, contextual
variety, and increasingly opaque horizon of emerging technolo-
gies" [32]. Technology ethicists have thus been exploring under-
represented ethical traditions, such as Confucian ethics, relational
ethics [19] and early Stoic works [28] which suggest centering the
role(s) assigned to robots (and humans) [22].
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Both in role-based and norm-based moral frameworks, norms
are integral to understanding morality, as communally accepted
moral rules or rituals determine how an agent should act in specific
situations. Norms and roles are nevertheless distinct concepts, and
moral language can differentially emphasize norms vs. roles even
for norms with clear grounding in social roles. From the Confu-
cian perspective, moral development is not simply alignment of
behavioral conduct and norms. Instead, what is at stake is whether
the practice of norms can lead to a better way of reflecting on
our selves, living our communal roles, and cultivating the virtues
indispensable to the fulfillment of social roles [2].

Further, norm- and role-based moral language may provoke dif-
ferent psychological responses. While norm-based moral language
may invoke more immediate emotional responses than role-based
moral language (although cp. [18]), role-based language may make
more indirect reference to violated norms and thus require and
encourage moral self-reflection [38], potentially producing more
significant long-term outcomes. In cultivating virtues, role-based
morality relies on self-reflection while actively living social roles
through everyday interactions with others [3]. Thus, we expect role-
and norm-based language to be differentially effective in contexts
operating at different time scales, with role-based moral language
potentially requiring more time and practice to manifest its effects
but having more long-term impact, and norm-based moral language
requiring less time and practice and having more immediate impact.

In this work, we conducted four human-subjects studies in which
participants were asked to engage in robot-assisted crowdworking
scenarios. Using different moral communication strategies, a ro-
bot encouraged participants to follow a role-grounded norm: that
crowdworkers should strive to attentively engage in the tasks for
which they are paid. These experiments test five hypotheses on
how we expect moral interventions to impact norm systems.

Hypothesis H1 Crowdworkers will perform their tasks more
accurately after receiving moral interventions from robots,
especially when norm-based moral interventions are used.

Hypothesis H2 Crowdworkers will spend more time on their
assigned tasks after receivingmoral interventions from robots,
especially when norm-based moral interventions are used.

Hypothesis H3 Crowdworkers are likely to report increases
in positive attitudes towards attentive crowdworking behav-
ior after receiving moral interventions from robots, espe-
cially when norm-based moral interventions are used.

Hypothesis H4 Crowdworkers are likely to report stronger
perceptions of norm strength for attentive crowdworking
behavior after receiving moral interventions from robots,
especially when norm-based moral interventions are used.

Hypothesis H5 Crowdworkers are likely to express greater
intentions to engage in attentive crowdworking behavior
after receiving moral interventions from robots, especially
when norm-based moral interventions are used.

3 METHOD
3.1 Experimental task and moral interventions
A NAO robot was introduced to participants as the Experimenter,
providing study information and instructions for completing ex-
perimental tasks. To increase the realism of interacting with the

robot while completing study tasks online, the experiment website
showed at all times in the upper left corner a silent video of the
NAO passively moving and looking around. We informed partici-
pants that the purpose of the research project was to investigate
the use of grammatical articles in text. Modeled after citizen science
archiving tasks, participants were asked to count articles in two
passages of text taken from the 1847 Book of Trades.

Between article counting tasks, participants were provided with
a video of the NAO robot providing one of two moral interventions
or a control intervention. In the Control Intervention condition, the
robot guided participants through the experiment without giving
an explicit moral intervention between article counting tasks. In
the Norm-based Moral Intervention condition (Norm-based), the
robot guided participants through the experiment and gave a norm-
based moral intervention between article counting tasks. In the
Role-based Moral Intervention condition (Role-based), the robot
guided participants through the experiment and gave a role-based
moral intervention between article counting tasks.

(Norm-based) As a reminder, you are obligated to pro-
vide high quality data if you are to accept payment for
this task. Therefore, you should find all the articles in
the text.
(Role-based) As a reminder, you are a paid research
participant, and a good paid research participant helps
researchers by providing high quality data. Therefore,
your responsibility is to find all the articles in the text.

After completing the second article counting task, participants
answered an attention check question and lead to a page stating
that they had reached the end of the study and thanking them for
their participation.

3.2 Measures
Biographical data questionnaire: Participants were asked to pro-
vide their age and gender.
Time on tasks: Timestamps were logged for beginning of each ex-
perimental phase, which we used to measure time taken to complete
each task and the overall experiment.
Task performance error: In the experimental tasks, participants
were asked to count grammatical articles in two small passages
of text. We calculated the difference between the true number of
articles in each passage and the counts provided.
Theory of PlannedBehavior (TPB) questionnaire: FollowingAjzen
[1], we constructed a 21-item TPB questionnaire with indirect atti-
tudes, direct attitudes, norm strength, and future intention subscales
related to beliefs that predict behavior, like completing tasks well
in return for payment.

3.3 Experimental design and procedure
This study used a mixed factorial design: all participants completed
the experimental task twice (within), but experienced only one of
the three randomly assigned interventions (between).

To explore the long-term effect of different moral interventions,
we also examined their effects on inner states’ such as the be-
liefs that predict behavior including changes to beliefs as a result
of the norm-based or role-based interventions. However, asking
participants to self-report their beliefs prior to the experimental
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Figure 1: Experimental procedures in four experiments. Experiment 1 and 2 had both pre-intervention and post-intervention
survey, Experiment 3 and 4 only had post-intervention survey.

interventions (as a pre-test) could bias them towards thinking about
behaviors before engaging in the experimental tasks.

To investigate this concern, we randomly assigned participants
to one of four experiments with independent study procedures
with respect to both TPB administration (either a pre-test/post-
test design or a post-test only design), and with respect to TPB
order (either task-after-intervention or survey-after-intervention),
to counterbalance the order of presentation of the TPB question-
naire. Even though we only used data from the experiments with
the pre-intervention/post-intervention measurement to analyze the
TPB scores, we still decided to include the post-test only design for
consistency (See Fig. 1). Our final study design resulted in a 3 (Moral
Intervention) x 2 (TPB administration experimental variations) x 2
(TPB order experimental variations) mixed design.

An incremental Bayesian sampling plan was used, which re-
sulted in slightly different numbers of participants being run in
each experiment (55 in Experiment 1, 48 in Experiment 2, 108 in
Experiment 3, and 105 in Experiment 4). We recruited 367 U.S. par-
ticipants from Amazon’s Mechanical Turk (MTurk). After exclusion
(e.g., attention check, etc.), we were left with data from N=316 par-
ticipants (137 female, 177 male, 2 NA), with ages ranging from 19
to 71 years old (M=39.45, SD=10.96). Participants were paid $2.5 for
participating and all procedures were approved by the Colorado
School of Mines Institutional Review Board.

4 RESULTS
The JASP software package [15] was used for analyses.
H1 - Changes in Task Performance

Our analysis provided anecdotal to moderate evidence against
an effect of intervention strategy in both experiments that used
pre-intervention/post-intervention TPB measurement (BF 0.485
for Experiment 1, BF 0.303 for Experiment 2), and moderate ev-
idence against such an effect in the experiment that used post-
intervention only TPB measurement and task-after-intervention
design (BF 0.110 for Experiment 3). However, the Bayesian ANOVA
conducted for the experiment that used post-intervention only TPB
measurement and survey-after-intervention design (Experiment
4) provided strong evidence in favor of an effect of intervention
strategy (BF 15.138). Post Hoc analysis provided strong evidence
for differences in the change of error between the role-based in-
tervention and control intervention (BF 17.627). Post Hoc analysis
also provided moderate evidence for differences in the change be-
tween the role-based intervention and the norm-based intervention

(BF 7.774). As shown in the Fig. 2, in Experiment 4, the role-based
intervention had the best improvement in task performance.

Figure 2: Change in error by Intervention in Experiment
4 (left). Change in direct attitude towards attentive crowd-
working behavior by Intervention in Experiment 2 (right).

H2 - Changes in Time on Task
Our analysis of change in time on task provided anecdotal to

moderate evidence against an effect of intervention, regardless of
experimental design.
H3 - Changes in Direct and Indirect Attitude

Our analysis of change in direct attitude towards attentive crowd-
working behavior provided anecdotal evidence against an effect of
intervention strategy in the experiment that used pre-intervention/post-
intervention TPB measurement and survey-after-intervention de-
sign (Experiment 1) (BF 0.478). However, analysis of the experiment
that used pre-intervention/ post-intervention TPB measurement
and task-after-intervention design (Experiment 2) provided mod-
erate evidence in favor of an effect of intervention strategy (BF
3.081). Post Hoc analysis provided moderate evidence specifically
for differences between the role-based and norm-based interven-
tions (BF 5.190). Post Hoc analysis also provided moderate evidence
specifically for a difference between the role-based and control
interventions (BF 4.205). As shown in Fig. 2, the role-based inter-
vention had the best improvement in attitude.

Our analysis of change in indirect attitude towards attentive
crowdworking behavior provided anecdotal to moderate evidence
against an effect of intervention, regardless of experimental design.
H4 - Changes in Subjective Norm Strength

Our analysis provided moderate evidence against effects of inter-
vention strategy on changes in subjective norm strength regardless
of experimental design (BF 0.241 for Experiment 1, BF 0.311 for
Experiment 2).
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H5 - Changes in Intention
Our analysis provided anecdotal to moderate evidence against

effects of intervention strategy on changes in intention regardless
of experimental design (BF 0.289 for Experiment 1, BF 0.366 for
Experiment 2).

5 DISCUSSION & CONCLUSION
Results partially support hypotheses H1 and H3 by providing evi-
dence for the predicted impact of role-based moral interventions
on task performance (H1) and direct attitude towards attentive
crowdworking behavior (H3) for specific experimental procedures.
Our results refute hypotheses H2, H4 and H5 by providing evidence
against a difference in change in time on tasks (H2), change in
subjective norm strength for attentive crowdworking behavior (H4)
and change in intention to engage in attentive crowdworking be-
havior (H5) between the moral intervention groups and the control
group. Specifically, our results suggest two major findings related
to the effects of Moral Interventions as well as the relationship
between Moral Intervention and inner states:

(1) Participants’ performance became more accurate in the sec-
ond task after receiving a Role-based intervention and com-
pleting a TPB questionnaire between the intervention and
the second task (Experiment 4).

(2) Participants gained more positive direct attitudes towards
the role-based norm of attentive crowdworking behavior af-
ter receiving a Role-based intervention and completing a sec-
ond task between the intervention and the post-experimental
TPB questionnaire (Experiment 2).

We found strong evidence for beneficial impact of the Role-based
intervention on performance, especially in situations where par-
ticipants were prompted to consider their beliefs after receiving
the Role-based Intervention. Specifically, participants who saw the
Role-basedMoral Intervention followed by the TPBmeasure (Exper-
iment 4), showed improved performance between tasks, whereas
participants who received the Norm-based Moral Intervention or
Control Intervention under the same procedures did not.

This observed improvement in the Role-based Moral Interven-
tion condition may point to the influence of reflective practice pro-
vided by completing the TPB questionnaire immediately after re-
ceiving the Moral Intervention and immediately prior to engaging
in the second task. The TPB questionnaire included several items
with wording that may have heightened sensitivity specifically to
the language used in the Role-based Moral Intervention. Although
participants received a similar reminder in the Norm-based Moral
Intervention condition, that condition was specifically designed
not to highlight the relationship between their payment and their
role as a participant. Thus, completing the TPB questionnaire im-
mediately after receiving the Role-based Moral Intervention may
have created a situation in which the questionnaire itself served
primarily as an exercise to reflect on the role-based norms, rather
than as a measurement of beliefs as intended. It may have made the
role-based treatment more salient in ways that were not applicable
to the Norm-based and Control interventions.

From the Confucian role ethics perspective, moral development
in a specific context critically depends on whether the practice of
norms can lead to a better way of living one’s communal roles and

reflecting on oneself. It is likely that the TPB questionnaire used
in this study provided an opportunity for participants to reflect
on their professional roles in the crowdsourcing community and
their relationships to other crowdworkers and requesters. However,
it is worth noting that a critical criterion for the effectiveness of
the Role-based Moral Intervention is whether participants have
developed reflective awareness of the social roles they assume in
the communal context.

The second major findings are related to our subjective measures
and changes in direct attitudes towards crowdworking behaviors.
Participants who received the Role-based Moral Intervention and
completed the study in Experiment 2 (i.e., completing the post-
intervention TPB questionnaire after the second task) reported
positive changes in attitudes towards attentive crowdworking be-
haviors while participants in the Norm-based and Control interven-
tion conditions reported negative changes between the first and
the second TPB questionnaire.

These findings may be related to the effects of performing imme-
diate moral practice. In Confucian role ethics, moral development in-
cludes three components: observation, reflection, and practice [37].
Accordingly, humans not only need to observe others (inter)act in
society and reflect on themselves, but also need to integrate and
practice moral principles in actions, and reiterate the process of
observation, reflection, and practice [20, 34]. If we link this moral
development model to our experiment, in Experiment 2, when par-
ticipants received the Role-based Moral Intervention highlighting
their role as an attentive crowdworker and then immediately had
the opportunity to enact that role described in the intervention by
completing the second task, the role-based norm may have been
strengthened. This could also explain why the positive change was
only observed after Role-based Moral Intervention in Experiment 2
but not in Experiment 1.

The combined effects of Role-based Moral intervention, role-
based practice, and the self-reflective activity (e.g., TPB exercises)
discovered in this study has also provided empirical evidence for a
crucial philosophical statement in Confucian role ethics: effective
moral growth requires the interactive association between practice
and self-reflective learning [33]. If an agent only practices without
reflecting on their roles and associated moral obligations, it is a
waste of labor for the agent in their moral development. If the agent
only reflects but without any attempt to put reflective learning
experience into practice, then the agent can never understand the
true meaning of morality or improve their moral expertise. From
the Confucian role ethics perspective, such reiterative processing
is critical for moral development from the moral beginner and
the developing learner to the junzi (i.e., morally superior person).
However, to be able to achieve at the level of junzi, the agent needs
to participate in self-reflective practice continuously in a much
longer or even lifelong term just as emphasized by Confucius, "It
(the task of self-cultivation) might be compared to the task of building
up a mountain: if I stop even one basketful of earth short of completion,
then I have stopped completely" (Analects, 9.19).
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